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Abstract

To investigate the energy consumption involved in an event based control scheme, the problem of event based
guaranteed cost consensus for distributed multi-agent systems with general linear time invariant dynamics is
considered in this paper. A delay system method is used to transform the multi-agent systems into a special delay
system based on a sampled-data event triggering mechanism, which only requires supervision of system states at
discrete instants. Sufficient conditions to achieve the consensus with guaranteed cost are presented and expressed
as a continuous constrained optimization problem with a linear objective function, linear and bilinear matrix
inequalities constraints, involving the co-design of the controller gain matrix and event triggering parameters. An
illustrative example is given to show the effectiveness of the proposed approach.
& 2015 The Franklin Institute. Published by Elsevier Ltd. All rights reserved.

1. Introduction

Multi-agent systems have attracted considerable attention in recent years due to their broad
applications in distributed sensor networks, satellite clusters, unmanned aerial vehicle (UAV)
formations and robot teams [7,16–18,25,26]. Distributed consensus is a significant problem in
multi-agent systems, in which, a group of agents needs to agree on certain quantities of common
interest, only sharing information with their neighbors locally [2,29,30]. An important issue in
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the implementation of distributed consensus algorithms comes from the communication and
controller actuation schemes. In traditional time-triggered control schemes, the sensor and
controller are updated uniformly with a fixed sampling period regardless whether it is necessary
or not. Since each agent may be equipped with an embedded microprocessor with limited
computing and communication capabilities, event based control (also called event triggered or
event driven control) has emerged as an alternative to time triggered control to reduce the
number of actuator updates and to facilitate the efficient usage of shared resources. In an event
based control scheme, the controllers are updated only when some specific events occur and
therefore the frequency of controller updates is reduced [1].

Previous work on event based consensus of multi-agents systems can be found in [4,8,15,24,33]
and references therein. To sum up, the mode of event detection can be classified into two groups:
(1) continuous event detection; (2) sampled-data event detection. In continuous event detection,
event generators have to monitor and check the event triggered conditions constantly and should
exclude Zeno behavior [4,8,24]. Obviously, such continuous detection does not sufficiently meet
the original requirements to reduce the communication frequency between control components,
which may increase the burden of imbedded microprocessors and become an important source of
energy consumption. To address the limitations of continuous detection, the concept of sampled-
data event detection was proposed in [15], which admits a minimum inter-event time and it is lower
bounded by the sampling period; therefore, the Zeno behavior is prohibited automatically. In this
study, we will use the sampled-data event detection.

It should be noted that the majority of existing literatures on event based multi-agent
consensus problems focus on the case where agents are governed by first-order or second-order
dynamics [4,8,15,24], in which, since the control law is predetermined, there is no necessity to
design the control gain matrix. In this study, the event based consensus of multi-agent
systems with general linear time invariant (LTI) dynamics is considered. This framework not
only admits the wide applicability of multi-agents but also allows us to design the controller
appropriately.

In general, a stabilization problem in control design can be formulated as a feasibility problem
by Lyapunov stability theory from the perspective of optimization. In some cases, for example, the
robustness against uncertainty [11,13,20,27,28], to guarantee some level of performance, the
concept of guaranteed cost control was firstly introduced in [3], which will yield a standard
continuous constrained optimization problem. Taking into account the energy consumption, the
event based guaranteed cost consensus is studied, with an objective function involving energy
consumption added. To the best of our knowledge, this work that emphasizes the necessity of
linking the event based control with guaranteed cost performance from the perspective of energy
saving is the first time in multi-agent systems.

The main contribution and novelty of this paper can be summarized as follows: (1) the concept
of guaranteed cost is introduced to incorporate with event based control to further investigate the
energy consumption; (2) a novel event based consensus approach is applied to general LTI multi-
agent systems; (3) the controller gain matrix and the triggering parameters with guaranteed cost
performance are co-designed to achieve the consensus for distributed multi-agent systems; (4) a
BMI (bilinear matrix inequality) based approach is used to reduce the conservativeness of
controller design.

Notations: Throughout this paper, the symmetric terms in a symmetric matrix are denoted by
X
n

Y
Z

� �¼ X
YT

Y
Z

� �
; 1 and 11, denote a vector and a matrix with all ones, respectively; P40 ðPZ0Þ

means that P is a real symmetric positive definite (semi-definite) matrix; λmaxðPÞ denotes the
maximum eigenvalue of matrix P.
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2. Problem formulation

Before starting this section, we will recall some fundamentals which will be used in the sequel.
2.1. Algebraic graph theory

Let G¼ fV; Eg be a graph with a set of vertices (nodes) V ¼ f1; 2;…;Ng and edges EDV � V.
If there exists an edge (i,j) between two vertices i and j, then i and j are called adjacent, i.e.,
E ¼ fði; jÞAV � V : i; j adjacentg. A graph G is called undirected if ði; jÞAE2ðj; iÞAE. A path is
a sequence of distinct vertices such that each pair of consecutive vertices is adjacent. If there exists
a path from i to j, then i and j are called connected. If all pairs of vertices in a graph G are
connected, then the graph G is called connected. The adjacency matrix A¼ faijgN�N is defined by
aij ¼ 1 if i and j is adjacent and aij ¼ 0 otherwise. The degree matrix D¼ diagfd1; d2;…; dNg is a
diagonal matrix with the ith element di ¼

P
jANi

aij, here, Ni ¼ fjAV : ði; jÞAEg is the neighbor
set of agent i. Then the Laplacian matrix L of G is defined by L¼D�A. For undirected graph, L is
symmetric, positive semi-definite, and its row sums are zero, i.e., L¼ LTZ0 and L1¼ 0.
2.2. Problem statement

Consider the multi-agent systems consisting of a group of N identical agents with a commu-
nication graph G. The dynamics of each agent is described by

_xiðtÞ ¼ AxiðtÞ þ BuiðtÞ ð1Þ
where xiARn and uiARm are the state and the control input of the ith agent, respectively; AARn�n,
BARn�m are constant matrices.
The following distributed consensus protocol is considered

uiðtÞ ¼ �K
X
jANi

ðxiðtÞ�xjðtÞÞ; ð2Þ

where KARm�n is a control gain matrix to be determined later.
In this paper, an event-triggering mechanism is considered, as illustrated in Fig. 1. For the ith

agent, the sensors sample the data at instants kh ðk¼ 0; 1; 2;…Þ, here, h is the sampling period.
The sampled states xiðkhÞ ði¼ 1; 2;…;NÞ are transmitted to the event generator and then are only
released at their event instants tikh. An event for agent i is triggered as soon as the following
Fig. 1. Structure of the event based multi-agent system.
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condition is violated:

X
jANi

ðϵiðtÞ�ϵjðtÞÞ
" #T

Φ
X
jANi

ðϵiðtÞ�ϵjðtÞÞ
" #

rρ
X
jANi

ðxiðtikhþ lhÞ�xjðtjk0hþ lhÞÞ
" #T

Φ
X
jANi

ðxiðtikhþ lhÞ�xjðtjk0hþ lhÞÞ
" #

; ð3Þ

where ΦARn�n is a symmetric positive definite matrix; l¼ 1; 2;… is an integer; ρA ½0; 1Þ is the
threshold constant; tjk0h¼maxftjtAftjkh; k¼ 0; 1;…g; tr tikhg, and ϵiðtÞ is the measurement error
for agent i defined as

ϵiðtÞ ¼ xiðtikhÞ�xiðtikhþ lhÞ; tA ½tikh; tikþ1hÞ; ð4Þ
where tk

i h and tikþ1h are the current and next event instants, respectively.

Remark 2.1. As shown by the event-triggered condition, the event generator only needs to collect
information from its own and its neighbors. The proposed event-triggered conditions have established
the relationship between the measure error and the currently sampled state of the ith agent and those of
its neighbors. It is not difficult to find that the specific event-triggered condition is designed to adapt to
the structure of the distributed consensus protocol (2).

Remark 2.2. The sampled-data event-triggering mechanism only requires detection of system state
at discrete instants ðkh; k¼ 0; 1; 2;…Þ. The set of release instants fti0; ti1; ti2;…g ði¼ 1; 2;…;NÞ
should be a proper subset of f0; 1; 2;…g, which is depending on the triggering parameters Φ and ρ as
well as the dynamics of multi-agent systems. If ρ¼ 0, the event based scheme reduces to a time
triggered scheme.

Let the latest broadcast state of agent i be defined as

x̂iðtÞ ¼ xiðtikhÞ; tA ½tikh; tikþ1hÞ; ð5Þ
which converts the discrete signal xiðtikhÞ into the continuous signal x̂iðtÞ by holding it constant
until the next event instant. Under the notation defined, for ½tikh; tikþ1hÞ, the closed-loop system
for agent i can be obtained by

_xiðtÞ ¼ AxiðtÞ�BK
X
jANi

x̂iðtÞ� x̂jðtÞ
� �

¼ AxiðtÞ�BK
X
jANi

xiðtikhÞ�xjðtjk0hÞ
� �

: ð6Þ

Then, a delay system method [31] is used to transform the multi-agent systems (1) based on
sampled-data event-triggering mechanism to a special delay system.

Let T i
0 ¼ ½tikh; tikhþ hÞ, T i

l ¼ ½tikhþ lh; tikhþ ðlþ 1ÞhÞ, l¼ 1; 2;…; lim. Here, lm
i is the largest

integer that satisfies Eq. (3). Then, tikþ1h¼ ðlim þ 1Þh, and we have

[
l ¼ lim

l ¼ 0
T i

l ¼ ½tikh; tikþ1hÞ: ð7Þ
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A time-varying delay is defined as follows:

τiðtÞ ¼
t� tikh; tAT i

0

t� tikh� lh; tAT i
l; l¼ 1; 2;…; lim

(

It is easy to find that 0rτiðtÞrh.

Remark 2.3. The time-varying delay τiðtÞ can be regarded as the same for different agents. To
explain, consider the jth (ja i) agent.
Let T j

0 ¼ ½tjk0h; t
j
k0hþ hÞ, T j

l0 ¼ ½tjk0hþ l0h; tjk0hþ ðl0 þ 1ÞhÞ; l0 ¼ 1; 2;…; ljm (lm
j has the similar

meaning as lm
i ), the measurement error for the jth agent is defined by

ϵjðtÞ ¼ xjðtjk0hÞ�xjðtjk0hþ l0hÞ; tAT j
0 [ T j

l0

and the corresponding time-varying delay is defined as follows:

τjðtÞ ¼
t� tjk0h; tAT j

0;

t� tjk0h� l0h; tAT j
l0 ; l0 ¼ 1; 2;…; ljm:

8<
:

Although it seems that expressions of τiðtÞ for the ith agent and τjðtÞ are different, i.e., tikh and
tjk0h are different, it should be noted that the domains of τiðtÞ and τjðtÞ, i.e. T i

0 and T j
0, T

i
l and T j

l0

are also different. According to the definitions of domains T i
0 and T j

0, T
i
l and T j

l0 , it is not
difficult to find that, under any interval ½kh; khþ hÞ, τiðtÞ and τjðtÞ have the same characteristics.
Thus, τiðtÞ and τjðtÞ can be considered as the same τðtÞ.

Then, for each iAV and tA ½tikhþ lh; tikhþ lhþ hÞ, which corresponds to an interval
T j

l0 ¼ ½tjk0hþ l0h; tjk0hþ ðl0 þ 1ÞhÞ for jAV, according to the above definition of τiðtÞ and τjðtÞ, we
have

_xiðtÞ ¼ AxiðtÞ�BK
X
jANi

xiðtikhÞ�xjðtjk0hÞ
� �

¼ AxiðtÞ�BK
X
jANi

xiðtikhþ lhÞ�xjðtjk0hþ l0hÞ� �
�BK

X
jANi

xiðtikhÞ�xiðtikhþ lhÞ� �� xjðtjk0hÞ�xjðtjk0hþ l0hÞ� �� �
¼ AxiðtÞ�BK

X
jANi

xiðt�τiðtÞÞ�xjðt�τjðtÞÞ
� ��BK

X
jANi

ϵiðtÞ�ϵjðtÞ
� �

¼ AxiðtÞ�BK
X
jANi

xiðt�τðtÞÞ�xjðt�τðtÞÞ� ��BK
X
jANi

ϵiðtÞ�ϵjðtÞ
� � ð8Þ

with the initial condition xiðtÞ ¼ eAtxið0Þ; tA ½�h; 0�.
Moreover, the triggering condition can be reformulated as

X
jANi

ðϵiðtÞ�ϵjðtÞÞ
" #T

Φ
X
jANi

ðϵiðtÞ�ϵjðtÞÞ
" #

rρ
X
jANi

ðxiðt�τðtÞÞ�xjðt�τðtÞÞÞ
" #T

Φ
X
jANi

ðxiðt�τðtÞÞ�xjðt�τðtÞÞÞ
" #

: ð9Þ
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Let xðtÞ ¼ ½xT1 ðtÞ;…; xTNðtÞ�T , xðt�τðtÞÞ ¼ ½xT1 ðt�τðtÞÞ;…; xTNðt�τðtÞÞ�T , ϵðtÞ ¼ ½ϵT1 ðtÞ;…; ϵTN
ðtÞ�T , by using the Kronecker product for representation, the compact form of the multi-agent
system can be expressed as follows:

_xðtÞ ¼ ðIN � AÞxðtÞ�ðL � BKÞxðt�τðtÞÞ�ðL � BKÞϵðtÞ: ð10Þ
For given QT ¼Q40 and RT ¼ R40 with appropriate dimensions, the quadratic cost functional

associated with the multi-agent system is given by

J ¼
XN
i ¼ 1

Z 1

0

X
jANi

xiðtÞ�xjðtÞ
� �" #T

Q
X
jANi

xiðtÞ�xjðtÞ
� �" #

þ uiðtÞTRuiðtÞ dt: ð11Þ

Remark 2.4. The consensus problem of the multi-agent systems with quadratic cost functional
is similar to a typical LQR (linear-quadratic regulator) problem. The quadratic cost functional
(11) can be regarded as a performance metric on energy consumption during consensus evolution
of multi-agent systems.

3. Main results

Existing mode of consensus can be categorized into two classes: consensus without a leader
(leaderless consensus) and consensus with a leader (leader–follower consensus) [5,14]. In this
study, the leaderless consensus is considered.

We introduce the following definition.

Definition 3.1. The multi-agent system (1) is said to achieve event based guaranteed cost
consensus under the distributed consensus protocol (2) and the event-triggering criteria (3), if there
exist a gain matrix K, triggering parameters Φ and ρ such that limt-1 JxiðtÞ�xjðtÞJ ¼
0; 8 i; jAV and the value of the quadratic cost functional (11) is bounded from above, i.e., JrJn,
and Jn is said to be a guaranteed cost.

Define new variables as

ξi tð Þ ¼ xi tð Þ�
1
N

XN
j ¼ 1

xj tð Þ;

and ξðtÞ ¼ ½ξT1 ðtÞ;…; ξTNðtÞ�T . Then, it is easy to find that ξðtÞ ¼ 0 if and only if x1ðtÞ ¼ x2ðtÞ ¼⋯¼
xNðtÞ.

To simplify the operations, some useful symbols are defined in the following.

Let Ei ¼ ½0;…; I|{z}i;…; 0�ARn�Nn be a block matrix and E¼ PN
i ¼ 1 Ei, here, I is the ith

identity matrix with appropriate dimension.
Let L � BK be partitioned conformably as

L � BK ¼
ðL � BKÞ1

⋯
ðL � BKÞN

0
B@

1
CAARNn�Nn

where ðL � BKÞiARn�Nn.
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Property 3.1. Suppose S and T are matrices with appropriate dimensions, it is easy to verify the
following properties:XN

i ¼ 1

ET
i SEi ¼ IN � S;

XN
i ¼ 1

ET
i SE¼

XN
i ¼ 1

ETSEi ¼ ETSE¼ 11T � S;

XN
i ¼ 1

ðL � SÞi ¼ 1TL � S¼ 0;

XN
i ¼ 1

ET
i SðL � TÞi ¼ L � ST ;

XN
i ¼ 1

ðL � TÞTi SðL � TÞi ¼ ðLTLÞ � ðTTSTÞ:

Lemma 3.1 (Jensen inequality, Gu et al. [10]). For a given symmetric positive definite matrix
Z40 and for any differentiable function f : ½a; b�-Rn, the following inequality holds:Z b

a

_f
T
sð ÞZ _f sð Þ dsZ 1

b�a
½f ðaÞ� f ðbÞ�TZ f að Þ� f bð Þ½ �:

Lemma 3.2 (Reciprocally convex combination, Park et al. [19]). Suppose f 1; f 2;…; f N : Rm↦
R have positive values in an open subset S of Rm. Then, the reciprocally convex combination of
fi over S satisfies

min
fαijαi40;

P
i
αi ¼ 1g

X
i

1
αi
f i vð Þ ¼

X
i

f i vð Þ þmax
gi;jðvÞ

X
ia j

gi;j vð Þ

subject to

gi;j : R
m↦R; gj;iðvÞ ¼ gi;jðvÞ;

f iðvÞ gi;jðvÞ
gi;jðvÞ f jðvÞ

" #
Z0

( )
:

Let χðtÞ ¼ ½xT ðtÞ xT ðt�τðtÞÞ xT ðt�hÞ ϵT ðtÞ�T and the corresponding block entry matrices be

e1 ¼ ½I 0 0 0�T ; e2 ¼ ½0 I 0 0�T ; e3 ¼ ½0 0 I 0�T ; e4 ¼ ½0 0 0 I�T : ð12Þ
Now, we are ready to present our main result in this paper.

Theorem 3.1. The multi-agent system (1) is said to achieve event based guaranteed cost consensus
under the distributed consensus protocol (2) and the event-triggering criteria (3), if there exist a gain
matrix K, triggering parameters Φ, 0rρo1, real matrices P¼ PT40, Z1 ¼ ZT

1 , Z2 ¼ ZT
2 and S

with appropriate dimensions, such that the following bilinear matrix inequalities (BMIs) are satisfied:

Π1 Π2 Π3 Π4 Π5

n Π6 Π7 0 Π8

n n Π9 0 0

n n n Π10 Π11

n n n n Π12

2
6666664

3
7777775r0; ð13Þ



X. Zhou et al. / Journal of the Franklin Institute 352 (2015) 3546–3563 3553
where

Π1 ¼ IN�
1
N
11T

� �
� PAþ ATPþ Z1�Z2

� �� h2

N
11T � ATZ2Aþ L2 � Qþ L2

� KTRK
� �

;

Π2 ¼ �L � PBK þ IN�
1
N
11T

� �
� Z2�ST

� �
;

Π3 ¼ IN�
1
N
11T

� �
� ST ;

Π4 ¼ �L � PBK;

Π5 ¼ hIN � ATZ2;

Π6 ¼ IN�
1
N
11T

� �
� �2Z2 þ Sþ ST

� �þ ρL2 � Φ;

Π7 ¼ IN�
1
N
11T

� �
� Z2�ST

� �
;

Π8 ¼ �hL � KTBTZ2;

Π9 ¼ � IN�
1
N
11T

� �
� Z1 þ Z2ð Þ;

Π10 ¼ �L2 � Φ;

Π11 ¼ �hL � KTBTZ2;
Π12 ¼ � IN � Z2:

Moreover, the value of the quadratic cost functional (11) satisfies

JrJn ¼ xT 0ð Þ IN�
1
N
11T

� �
� P

� 	
x 0ð Þ þ

Z 0

�h
xT sð Þ IN�

1
N
11T

� �
� Z1

� 	
x sð Þ ds

þh

Z 0

�h

Z 0

θ
_xT sð Þ IN�

1
N
11T

� �
� Z2

� 	
_x sð Þ ds dθ:

Proof. Consider the following Lyapunov functional candidate:

VðtÞ ¼ V1ðtÞ þ V2ðtÞ þ V3ðtÞ ð14Þ
where

V1ðtÞ ¼
XN
i ¼ 1

ξTi ðtÞPξiðtÞ

V2ðtÞ ¼
XN
i ¼ 1

Z t

t�h
ξiðsÞTZ1ξiðsÞ ds

V3ðtÞ ¼ h
XN
i ¼ 1

Z t

t�h

Z t

θ

_ξiðsÞTZ2
_ξiðsÞ ds dθ

The time derivative of V(t) along the trajectory of the multi-agent systems becomes

_V 1 tð Þ ¼ 2
XN
i ¼ 1

ξTi tð ÞP_ξi tð Þ
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¼ 2
XN
i ¼ 1

xi tð Þ�
1
N

XN
j ¼ 1

xj tð Þ
" #T

P _xi tð Þ�
1
N

XN
j ¼ 1

_xj tð Þ
" #

¼ 2
XN
i ¼ 1

xi tð Þ� 1
N

XN
j ¼ 1

xj tð Þ
" #T

P AxiðtÞ�BK
X
jANi

ðxiðt�τðtÞÞ�xjðt�τðtÞÞÞ
(

�BK
X
jANi

ϵi tð Þ�ϵj tð Þ
� �� 1

N

XN
j ¼ 1

AxjðtÞ�BK
X
kANj

ðxjðt�τðtÞÞ
2
4

�xkðt�τðtÞÞÞ�BK
X
kANj

ðϵjðtÞ�ϵkðtÞÞ
3
5
9=
;

¼ 2
XN
i ¼ 1

Eix tð Þ� 1
N
Ex tð Þ

� 	T
P



AEixðtÞ�ðL � BKÞixðt�τðtÞÞ

�ðL � BKÞiϵ tð Þ� 1
N
AEx tð Þ

�
¼ χT tð Þ e1 IN�

1
N
11T

� �
� PAþ ATP

� �� 	
eT1 �e1 L � PBK½ �eT2



�e2½ðL � PBKÞT �eT1 �e1½L � PBK�eT4 þ e4½ðL � PBKÞT �eT1

�
χðtÞ

_V 2 tð Þ ¼
XN
i ¼ 1

ξiðtÞTZ1ξi tð Þ�ξiðt�hÞTZ1ξi t�hð Þ� �

¼
XN
i ¼ 1

xi tð Þ�
1
N

XN
j ¼ 1

xj tð Þ
" #T

Z1 xi tð Þ�
1
N

XN
j ¼ 1

xj tð Þ
" #(

� xi t�hð Þ� 1
N

XN
j ¼ 1

xj t�hð Þ
" #T

Z1 xi t�hð Þ� 1
N

XN
j ¼ 1

xj t�hð Þ
" #)

¼
XN
i ¼ 1

Eix tð Þ� 1
N
Ex tð Þ

� 	T
Z1 Eix tð Þ� 1

N
Ex tð Þ

� 	(

� Eix t�hð Þ� 1
N
Ex t�hð Þ

� 	T
Z1 Eix t�hð Þ� 1

N
Ex t�hð Þ

� 	)

¼ xT tð Þ IN�
1
N
11T

� �
� Z1

� 	
x tð Þ�xT t�hð Þ IN�

1
N
11T

� �
� Z1

� �	
x t�hð Þ

¼ χT tð Þ e1 IN�
1
N
11T

� �
� Z1

� 	
eT1 �e3 IN�

1
N
11T

� �
� Z1

� 	
eT3


 �
χ tð Þ

_V 3ðtÞ ¼
XN
i ¼ 1

½h2 _ξiðtÞTZ2
_ξiðtÞ�h

Z t

t�h

_ξiðsÞTZ2
_ξiðsÞ ds�

¼
XN
i ¼ 1

½h2 _ξiðtÞTZ2
_ξiðtÞ�h

Z t� τðtÞ

t�h

_ξiðsÞTZ2
_ξiðsÞ ds�h

Z t

t� τðtÞ
_ξiðsÞTZ2

_ξiðsÞ ds�
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By using Lemmas 3.1 and 3.2, we have

_V 3 tð Þr
XN
i ¼ 1

h2 _xi tð Þ� 1
N

XN
j ¼ 1

_xj tð Þ
" #T

Z2 _xi tð Þ� 1
N

XN
j ¼ 1

_xj tð Þ
" #(

� h

h�τðtÞ ξiðt�τðtÞÞ�ξiðt�hÞ½ �TZ2 ξi t�τ tð Þð Þ�ξi t�hð Þ½ �

� h

τðtÞ ½ξiðtÞ�ξiðt�τðtÞÞ�TZ2 ξi tð Þ�ξi t�τ tð Þð Þ½ �
�

r
XN
i ¼ 1

h2 AxiðtÞ�BK
X
jANi

ðxiðt�τðtÞÞ�xjðt�τðtÞÞÞ�BK
X
jANi

ðϵiðtÞ�ϵjðtÞÞ
"(

� 1
N

XN
j ¼ 1

AxjðtÞ�BK
X
kANj

ðxjðt�τðtÞÞ�xkðt�τðtÞÞÞ�BK
X
kANj

ðϵjðtÞ�ϵkðtÞÞ
0
@

1
A
3
5T

�

Z2 AxiðtÞ�BK
X
jANi

ðxiðt�τðtÞÞ�xjðt�τðtÞÞÞ�BK
X
jANi

ðϵiðtÞ�ϵjðtÞÞ
"

� 1
N

XN
j ¼ 1

AxjðtÞ�BK
X
kANj

ðxjðt�τðtÞÞ�xkðt�τðtÞÞÞ�BK
X
kANj

ðϵjðtÞ�ϵkðtÞÞ
0
@

1
A
3
5

�χT tð Þ
eT2 �eT3
eT1 �eT2

" #T IN� 1
N 11

T
� � � Z2 IN� 1

N 11
T

� � � S

IN� 1
N 11

T
� � � ST IN� 1

N 11
T

� � � Z2

" #
eT2 �eT3
eT1 �eT2

" #
χ tð Þ

)

¼
XN
i ¼ 1

h2 AEix tð Þ�ðL � BKÞix t�τ tð Þð Þ�ðL � BKÞiϵ tð Þ� 1
N
AEx tð Þ

� 	T
Z2

(

� AEix tð Þ�ðL � BKÞix t�τ tð Þð Þ�ðL � BKÞiϵ tð Þ� 1
N
AEx tð Þ

� 	

�χT tð Þ
eT2 �eT3
eT1 �eT2

" #T IN� 1
N 11

T
� � � Z2 IN� 1

N 11
T

� � � S

IN� 1
N 11

T
� � � ST IN� 1

N 11
T

� � � Z2

" #
eT2 �eT3
eT1 �eT2

" #
χ tð Þ

)

¼ χT tð Þ h2e1 IN� 1
N
11T

� �
� ATZ2A

� 	
eT1 �h2e1 L � ATZ2BK

� �
eT2



�h2e2ðL � ATZ2BKÞT

�
eT1 �h2e1 L � ATZ2BK

� �
eT4 �h2e4 ðL � ATZ2BKÞT

� �
eT1

þh2e2 L2 � KTBTZ2BK
� �� �

eT4 þ h2e4 L2 � KTBTZ2BK
� �� �

eT2
þh2e2 L2 � KTBTZ2BK

� �� �
eT2 þ h2e4 L2 � KTBTZ2BK

� �� �
eT4

�
eT2 �eT3
eT1 �eT2

" #T IN� 1
N 11

T
� � � Z2 IN� 1

N 11
T

� � � S

IN� 1
N 11

T
� � � ST IN� 1

N 11
T

� � � Z2

" #
eT2 �eT3
eT1 �eT2

" #)
χ tð Þ

Applying the event-triggering conditions (3), we have

_V ðtÞr _V ðtÞ�
XN
i ¼ 1

X
jANi

ðϵiðtÞ�ϵjðtÞÞ
" #T

Φ
X
jANi

ðϵiðtÞ�ϵjðtÞÞ
" #
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þ
XN
i ¼ 1

ρ
X
jANi

ðxiðt�τðtÞÞ�xjðt�τðtÞÞÞ
" #T

Φ
X
jANi

ðxiðt�τðtÞÞ�xjðt�τðtÞÞÞ
" #

¼ _V ðtÞ�χT ðtÞe4½L2 � Φ�eT4 χðtÞ þ ρχT ðtÞe2½L2 � Φ�eT2 χðtÞ
¼ ~_V ðtÞ

Now, consider the quadratic cost functional (11). Since

XN
i ¼ 1

X
jANi

ðxiðtÞ�xjðtÞÞ
" #T

Q
X
jANi

ðxiðtÞ�xjðtÞÞ
" #

¼ χT ðtÞe1ðL2 � QÞeT1 χðtÞ;

XN
i ¼ 1

uiðtÞTRuiðtÞ ¼ χT ðtÞe1ðL2 � KTRKÞeT1 χðtÞ;

we have

_V ðtÞr ~_V ðtÞr ~_V ðtÞ þ χT ðtÞ½e1ðL2 � QÞeT1 þ e1ðL2 � KTRKÞeT1 �χðtÞ ¼ χT ðtÞΩχðtÞ;

where

Ω¼ e1 IN�
1
N
11T

� �
� PAþ ATP

� �� 	
eT1 �e1 L � PBK½ �eT2 �e2 ðL � PBKÞT� �

eT1

�e1 L � PBK½ �eT4 �e4 ðL � PBKÞT� �
eT1

þe1 IN�
1
N
11T

� �
� Z1

� 	
eT1 �e3 IN�

1
N
11T

� �
� Z1

� 	
eT3

þh2e1 IN�
1
N
11T

� �
� ATZ2A

� 	
eT1 �h2e1 L � ATZ2BK

� �
eT2

�h2e2 ðL � ATZ2BKÞT
� �

eT1 �h2e1 L � ATZ2BK
� �

eT4 �h2e4 ðL � ATZ2BKÞT
� �

eT1
þh2e2 L2 � KTBTZ2BK

� �� �
eT4 þ h2e4 L2 � KTBTZ2BK

� �� �
eT2

þh2e2 L2 � KTBTZ2BK
� �� �

eT2 þ h2e4 L2 � KTBTZ2BK
� �� �

eT4

�
eT2 �eT3
eT1 �eT2

" #T IN� 1
N 11

T
� � � Z2 IN� 1

N 11
T

� � � S

IN� 1
N 11

T
� � � ST IN� 1

N 11
T

� � � Z2

" #
eT2 �eT3
eT1 �eT2

" #

�e4ðL2 � ΦÞeT4 þ ρe2ðL2 � ΦÞeT2
þe1ðL2 � QÞeT1 þ e1ðL2 � KTRKÞeT1

It can be seen that if Ωr0, then _V ðtÞr0, which implies limt-1ξiðtÞ ¼ 0; iAV, i.e.,
limt-1 JxiðtÞ�xjðtÞJ ¼ 0; 8 i; jAV.
To continue, we can see that Ωr0 is equivalent to the following matrix form:

Π1 þ IN� 1
N 11

T
� � � Z2 �L � PBK 0 �L � PBK

n ρðL2 � ΦÞ 0 0

n n � IN� 1
N 11

T
� � � Z1 0

n n n �L2 � Φ

2
66664

3
77775
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þ

hIN � AT

�hL � KTBT

0

�hL � KTBT

2
66664

3
77775 IN � Z2ð Þ

hIN � AT

�hL � KTBT

0

�hL � KTBT

2
66664

3
77775
T

�

IN� 1
N 11

T
� � � Z2 IN� 1

N 11
T

� � � ST�Z2
� � � IN� 1

N 11
T

� � � ST 0

n IN� 1
N 11

T
� � � 2Z2�S�ST

� �
IN� 1

N 11
T

� � � ST�Z2
� �

0

n n IN� 1
N 11

T
� � � Z2 0

n n n 0

2
66664

3
77775

¼

Π1 Π2 Π3 Π4

n Π6 Π7 0

n n Π9 0

n n n Π10

2
6664

3
7775þ

hIN � AT

�hL � KTBT

0

�hL � KTBT

2
66664

3
77775ðIN � Z2Þ

hIN � AT

�hL � KTBT

0

�hL � KTBT

2
66664

3
77775
T

r0

By utilizing the Schur complement, we obtain the above bilinear matrix inequalities (13).
Furthermore, considering that

_V ðtÞr ~_V ðtÞ ¼ χT ðtÞΩχðtÞ�χT ðtÞ½e1ðL2 � QÞeT1 þ e1ðL2 � KTRKÞeT1 �χðtÞ
r�χT ðtÞ½e1ðL2 � QÞeT1 þ e1ðL2 � KTRKÞeT1 �χðtÞ

¼ �
XN
i ¼ 1

X
jANi

ðxiðtÞ�xjðtÞÞ
" #T

Q
X
jANi

ðxiðtÞ�xjðtÞÞ
" #

þ uiðtÞTRuiðtÞ
( )

;

by integrating both sides of the above inequality from 0 to T, we have

XN
i ¼ 1

Z T

0

X
jANi

ðxiðtÞ�xjðtÞÞ
" #T

Q
X
jANi

ðxiðtÞ�xjðtÞÞ
" #

þ uiðtÞTRuiðtÞ
( )

dt

r
Z T

0
� _V ðtÞ dt ¼ Vð0Þ�VðTÞ:

When T-1, we have

XN
i ¼ 1

Z 1

0

X
jANi

ðxiðtÞ�xjðtÞÞ
" #T

Q
X
jANi

ðxiðtÞ�xjðtÞÞ
" #

þ uiðtÞTRuiðtÞ
( )

dt

rV 0ð Þ

¼
XN
i ¼ 1

ξTi 0ð ÞPξi 0ð Þ þ
XN
i ¼ 1

Z 0

�h
ξiðsÞTZ1ξi sð Þ dsþ h

XN
i ¼ 1

Z 0

�h

Z 0

θ

_ξiðsÞTZ2
_ξi sð Þ ds dθ

¼ xT 0ð Þ IN�
1
N
11T

� �
� P

� 	
x 0ð Þ þ

Z 0

�h
xT sð Þ IN�

1
N
11T

� �
� Z1

� 	
x sð Þ ds

þh

Z 0

�h

Z 0

θ
_xT sð Þ IN�

1
N
11T

� �
� Z2

� 	
_x sð Þ ds dθ:

This completes the proof. □
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Remark 3.1. The consensus conditions for co-design of controller gain matrix K, triggering
parameters Φ and ρ can be expressed as matrix inequalities. Next, the event based guaranteed
cost consensus problem will be reformulated to a standard continuous constrained optimization
problem with linear objective function, linear and bilinear matrix inequalities constraints.

Remark 3.2. The approach used in this study can be extended to multi-agent systems with
directed graph and switching topologies if we make some necessary changes of the Laplacian
matrix in the bilinear matrix inequalities (13). If the wireless communication is involved, issues
of time-delay, packet dropouts and quantization can be addressed with similar methods as those
in networked control systems [21–23].

Assume that the initial state of each agent is bounded, i.e., xi ¼Wwi;wT
i wir1; i¼ 1;…;N,

where W is a given real-valued constant matrix. Considering that

xT 0ð Þ IN�
1
N
11T

� �
� P

� 	
x 0ð ÞrNλmax WTPW

� �
Z 0

�h
xT sð Þ IN�

1
N
11T

� �
� Z1

� 	
x sð Þ dsrNλmax WTZ1W

� �
λmax

Z 0

�h
eðA

TþAÞs ds
� �

h

Z 0

�h

Z 0

θ
_xT sð Þ IN�

1
N
11T

� �
� Z2

� 	
_x sð Þ ds dθ

rhNλmaxðWTZ2WÞλmax

Z 0

�h

Z 0

θ
eA

T sATAeAs ds dθ

� �

and defining c1 ¼ λmax
R 0
�h e

ðATþAÞs ds
� 


, c2 ¼ hλmax
R 0
�h

R 0
θ e

ATsATAeAs ds dθ
� 


, then, we can

relax the upper bound Jn to

Jnðα; β; γÞ ¼Nαþ Nc1β þ Nc2γ;

where

WTPWrαI; WTZ1WrβI; WTZ2WrγI: ð15Þ

As a result, the associated optimization problem can be formulated as

min Jnðα; β; γÞ ¼ Nαþ Nc1β þ Nc2γ

s:t: ð13Þ and ð15Þ ð16Þ

Remark 3.3. The optimization problem involving linear objective function with linear and
bilinear matrix inequalities can be solved by recently developed bilinear matrix inequality (BMI)
solvers [6,9]. Note that by using dependent slack variables and fixing one of the coupling
variables in BMI, the BMI will be reduced to LMI (linear matrix inequality). However, in the
treatment process, the feasible space may become much smaller or even empty, causing the
corresponding results to have large conservation or make no sense. In addition, the conservatism
of the main results also comes from at least other three aspects: (1) the design of event-triggering
condition; (2) the selection of the Lyapunov candidate; (3) the techniques to deal with the time-
delay, which will be further considered in our future work.
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4. Simulation example

Consider a scenario where four agents are to reach some sort of agreement, with the communication
topology given in Fig. 2, which is also used in [4,15].

The adjacency matrix A and the degree matrix D are

A¼

0 1 1 0

1 0 1 0

1 1 0 1

0 0 1 0

0
BBB@

1
CCCA; D¼

2 0 0 0

0 2 0 0

0 0 3 0

0 0 0 1

0
BBB@

1
CCCA:

Then, the Laplacian matrix is given by

L¼D�A¼

2 �1 �1 0

�1 2 �1 0

�1 �1 3 �1

0 0 �1 1

0
BBB@

1
CCCA:

Let A, B, Q, R and W be

A¼
0:2 1 0

�0:1 �0:5 0:1

0:1 �0:1 �0:2

0
B@

1
CA; B¼

1

0

1

0
B@

1
CA; Q¼ diagf1; 1; 1g; R¼ 0:2;

W ¼ diagf1:5; 1:5; 1:5g, the sampling period h¼0.02 and the triggering parameter ρ¼ 0:2.
We can verify that A has a positive eigenvalue 0.0949 and so it is unstable. In addition, the

rank of the controllability matrix involving system matrix A and input matrix B is 3 and so it is
stabilizable.

In [32], a general purpose BMI solver PENBMI [12], which combines ideas of the (exterior)
penalty and (interior) barrier methods with the augmented Lagrangian method, is used to solve the
nonlinear semi-definite optimization problem. Solving the optimization problem (16) using the
same method yields

Φ¼
9:8366 3:8951 4:3475

3:8951 1:5424 1:7215

4:3475 1:7215 1:9215

0
B@

1
CA; K ¼ ½2:5613; 1:0142; 1:1320�;

and the least upper bound Jnðα; β; γÞ ¼ 836:1529.
Fig. 2. Communication topology.
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Remark 4.1. As can be seen from the bilinear matrix inequalities (13), there exist 3n2 þ mnþ
2n variables in total; as a result, the time complexity can be estimated as Oðn6Þ based on the
interior point methods when using PENBMI. For the given instance, m¼1, n¼3, and the
computational time for solving the optimization problem is 0.7572 s in total on Intel(R) Core
(TM) i3-2310M CPU at 2.10 GHz under Window 7 environment.
The trajectories of all the agents in each dimension and the trajectories of all the agents in

three-dimensional space are illustrated in Figs. 3 and 4, respectively. It is obvious that the
consensus is achieved by using the proposed approach.
Then, we study the case when using different values of triggering parameter ρ, the comparisons

on whether or not considering the cost functional (11) as objective function regarding energy
consumption are given in Table 1. It is shown that significant amount of energy consumption is
reduced if the cost functional (11) is involved, especially when the value of the triggering
parameter ρ is large. That is to say, incorporating the event based scheme with guaranteed cost
performance is necessary for consensus of multi-agent systems with energy constrained embedded
microprocessors.
0 5 10 15 20

−1

0

1

2

3

4

5

6

7

Time

S
ta

te
s 

of
 a

ll 
ag

en
ts

x

x

x

x

0 5 10 15 20
−1.5

−1

−0.5

0

0.5

1

1.5

Time

S
ta

te
s 

of
 a

ll 
ag

en
ts

x

x

x

x

0 5 10 15 20
−1.5

−1

−0.5

0

0.5

1

1.5

2

2.5

3

Time

S
ta

te
s 

of
 a

ll 
ag

en
ts

x

x

x

x

(a) Evolution of all agents in the1st dimension (b) Evolution of all agents in the 2nd dimension

(c) Evolution of all agents in the 3rd dimension

Fig. 3. Evolution of all agents for each dimension.



Table 1
Energy consumption with and without guaranteed cost.

Jn ρ

0.05 0.1 0.15 0.2 0.25

Without 3.0606e6 3.0661e6 5.1792e6 4.0013e7 2.8958e8
With 831.2327 832.4816 833.9547 836.1529 838.1478
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Fig. 4. Evolution of all agents in three dimensional space.
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5. Conclusion and future work

Taking the energy consumption into consideration, the event based guaranteed cost consensus
for distributed multi-agent systems with general LTI dynamics was studied in this paper. To
reach a consensus, the design of the controller gain matrix and the triggering parameters with
guaranteed cost performance were formulated as a continuous constrained optimization problem
expressed as a linear objective function with linear and bilinear matrix inequalities constraints.
Numerical results validated the effectiveness of the proposed approach and also showed the
necessity of involving the guaranteed cost performance with the event based control scheme. In
our future work, we will extend the proposed approach to multi-agent systems with uncertainty,
directed graph and switching topologies.
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